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Abstract 

Hedonic sampling describes people’s preference for sampling positive rather than negative 

information. We introduce another sampling principle according to which people seek 

distinct information, which is rare and diverse, and which allows to differentiate between 

contexts, objects, people, or groups. Among distinct information samples, however, negative 

information is overrepresented. This follows because negative compared to positive 

information is less frequent, but more diverse. Consequently, when perceivers sample 

distinct information, resulting impressions, attitudes, and judgments will be negatively 

biased. 
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Evaluative Consequences of Sampling Distinct Information 

A central insight from sampling approaches to Psychology is that humans usually 

have to base their attitudes, judgments, and decisions regarding objects, people and groups on 

a limited sub-set of available information. The information sample that perceivers have to 

rely on may be the result of active information search as well as of passive reception of 

provided information. In the former case, the content of an information sample is influenced 

by certain search tendencies within the perceiver, and in the latter case, by certain filter 

tendencies within the information provider. Search and filter tendencies can both distort the 

representativeness of the information sample, and ultimately the attitudes, judgments, and 

decisions that rely on the sample. In that regard, past research has found that perceivers’ 

show a motivational tendency to sample positive instead of negative information as long as 

the information sampling process has hedonic consequences for perceivers (Denrell, 2007; 

Fazio et al., 2004). This hedonic sampling tendency can be viewed as an example of the more 

general law of effect (Thorndike, 1898) according which organism are more likely to repeat 

responses that produced a satisfying as opposed to a discomforting effect. Hence, people for 

example tend to return to restaurants that they had good experiences with in the past and they 

seek social interactions with others who they had pleasant interactions with (Denrell, 2005). 

Hedonic sampling can lead to systematically biased information samples, attitudes, 

judgments and decisions (e.g., Denrell, 2007; Denrell & March, 2001; Denrell & LeMens, 

2011; March, 1996). 

In this chapter, we introduce a different information sampling tendency that is 

complementary to the idea of hedonism, and according to which perceivers often seek or are 

provided with distinct information. Our concept of distinctiveness is closely related to a 

number of other ecological, psychological, and functional variables. Ecologically, distinct 

information pieces are those that are infrequent and that are dissimilar from other information 
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pieces. On a perceptual level, distinct information is salient, and therefore psychologically 

surprising. On a functional level, distinct information is informative as it enables learning, 

and allows to differentiate between stimuli, categories, or contexts. We think of 

distinctiveness as a continuum that ranges from distinct to redundant. The most extreme form 

of redundancy is mere repetition of a piece of information. A milder form of redundant 

information may for example be a person’s attribute that applies to most other people, such as 

“has two legs”. 

We suggest that more distinct information is more likely to being included in a given 

information sample and has therefore a disproportionally strong influence on people’s 

attitudes, judgments and decisions. Two things are important to note at this point. First, we 

are by no means the first to claim that distinct (or rare, dissimilar, salient, informative) pieces 

of information are prioritized by perceivers and providers of information. As we will discuss 

below, this idea is apparent in several theories and findings from psychological research. 

Second, that perceivers and providers of information prefer distinct information is not at all 

surprising. As we will discuss below, accounting for informational redundancy is an 

important property of the human mind that enables causal learning (Rescorla & Wagner, 

1972; Kruschke, 2003) and adherence to basic principles of rationality (Neumann & 

Morgenstern, 1944; Savage, 1954) 

The most central insight from this chapter arises when we turn to what we have 

previously termed the evaluative information ecology (Unkelbach et al., 2019). This concept 

describes the distribution and structure of positive and negative information in the 

environment, and therefore describes a state of the external world around us. Crucially, in this 

external world, negative information tends to be distinct while positive information tends to 

be redundant, and therefore, distinct information is usually negative information. 

Consequently, the content of information samples, as well as people’s attitudes and 
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judgments are often negatively biased because they disproportionally rely on distinct and thus 

negative information. 

In the following, we will first define what we mean by distinctiveness of information. 

We will then review manifestations of the priority that receivers and providers of information 

give to distinct information in different domains, and discuss its functionality. Next, we 

explain why in the external information ecology, distinct information is usually negative, and 

how this leads to negatively biased samples, attitudes and judgments in various psychological 

domains. We close by discussing the relation and potential interplay between humans’ 

tendencies to sample information that is hedonically pleasant and information that is distinct.  

    Distinct Information 

To clarify what we mean by distinctiveness of information we here rely on a feature 

model (Tversky, 1977). This most basic conceptualization reduces informational content to 

binary features that can either be present or absent. Features are always embedded in a given 

entity, which can refer to the spatio-temporal context in which the features were present or 

absent, or to an object, a person, or a group that the features belong to. For example, wheels, 

doors, engine, etc. are features of a car entity. Importantly, entities are collections of features, 

but entities are also features themselves. For example, personality traits or behaviors are 

features of a given person entity, while the same person is a feature of a given group entity. 

Hence, the concepts of features and entities are interchangeable. 

Distinct features/entities have two characteristics. They are rare and they are 

dissimilar from other features/entities. Regarding rarity, the distinctiveness D of a feature X 

is simply a function of the feature’s probability to be present among other entities, for 

example DX = 1 - p(present). Figure 1 illustrates five entities that are comprised of ten present 

(filled rectangles) or absent features (unfilled rectangles). The ten features differ regarding 

their distinctiveness depending on how often they are present among all entities. For 
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example, personality traits that can only be found in a few individuals are distinct features, 

while traits that apply to most people are redundant features. Features not only differ 

regarding their frequency but also regarding their similarity. This becomes evident if we 

consider that any feature is also an entity and therefore a collection of features itself. Entities 

can be more or less similar to other entities depending on the number of matching and non-

matching features between entities (e.g. Tversky, 1977). If an entity has many features that do 

not match the features of other entities, it is dissimilar from the other entities and therefore 

distinct. Figure 1 illustrates how the five entities A, B, C, D, and E may differ regarding their 

distinctiveness based on their similarities. The distinctiveness of an entity is here a function 

of the mean number of matching and non-matching features with other entities, e.g. 1 – 

p(match). For entity A, the probability that one of its features matches its corresponding 

feature in another entity is only .3; the distinctiveness of entity A is therefore high. The 

features of entity B have a higher mean matching probability of .7, and therefore, entity B is 

less distinct. 

Figure 1. Degrees of Distinctiveness Among Features and Entities 

 

 

To reiterate, objects, persons, and groups, as well as their attributes or co-occurring stimuli 

can all be considered entities (i.e. collections of features) as well as features of other higher-
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order entities. Distinct information describes features/entities that are rare and dissimilar from 

other features/entities. 

Priority of Distinct Information 

After having defined our idea of information distinctiveness, we now explain why and 

where distinct information is prioritized by recipients and providers of information. 

Learning 

Why should we be more interested in distinct than redundant information? A most 

basic answer is provided by the insight that any kind of learning relies on observing variance. 

Humans and animals alike cannot detect regularities such as co-variations or cause-effect 

relations in the environment, without observing variation in the first place. Imagine you lived 

among other people who are highly similar (i.e. redundant) with regards to their personalities 

and behavioral tendencies. You simply would not be able to observe nor to learn much about 

the relation between personality and behavior. Only if distinct personalities and behaviors are 

introduced into your world, you are able to observe variation and thus co-variation. In order 

to find out how personality and behavior are related, you would want to closely observe 

people with distinct personalities and you would be interested in their distinct behaviors, that 

is, behaviors that most other people do not show. Hence, for any kind of learning, distinct 

pieces of information are particularly relevant, which is why we may be so interested in 

knowing them. 

This basic insight has found its way into influential theories of learning such as the 

Rescorla-Wagner model (Rescorla & Wagner, 1972), which consider surprise as a main 

driver of learning (see also Kruschke 2003; Mackintosh, 1975). These models can explain 

basic phenomena of classical conditioning and human contingency learning such as blocking 

(Kamin, 1968), overshadowing (Pavlov, 1927; Mackintosh, 1976), or the inverse-base rate 

effect (Kruschke, 2001), which all describe a stronger impact of distinct over redundant 
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information during learning. For example, when a perceiver first observes that an event A is 

followed by an outcome X, and subsequently observes that the simultaneous occurrence of 

events A and B is followed by outcomes X and Y, perceivers associate B with the distinct 

outcome Y, while the association between B and the redundant outcome X  is “blocked”. 

Category Formation 

The formation of categories as one aspect of learning also relies on distinct 

information. Categories are typically formed so that they maximize within-category 

similarities and between-category differences (e.g. Rosch & Lloyd, 1978). The importance of 

distinct information such as distinct category exemplars becomes clear if we notice that there 

is no need to form a new category in the first place, if exemplars do not differ. If there was 

only one “animal”, there were no subcategories of animals. Categories such as specific 

animals are therefore defined by their exemplars’ attributes that differentiate this animal class 

from other ones (e.g. has a trunk, can fly, can swim, etc.). Going back to our feature model in 

Figure 1, entities are only separate, as long as they have any distinct features, otherwise they 

are the same. Hence, distinct information is what initiates and drives categorization. 

Choice and Attitude Formation 

Another functional aspect of distinct features is that they allow the formation of 

choices. Note that when comparing different options, one cannot rely on the options’ 

redundant features to determine which option is preferable. Consequently, the cancellation of 

redundant features in choice formation is considered a basic principle of rationality, as 

choices can only be formed based on distinct features (Savage, 1954; von Neumann & 

Morgenstern, 1947). Hence, distinct features drive the formation of attitudes and choices 

towards consumer products and brands. The so-called cancellation-effect describes 

perceivers’ tendencies to base their attitude towards products and their choices primarily on 
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the products’ distinct features (Alves et al., 2020; Hodges, 1997; Houston & Sherman, 1995; 

Sanbonmatsu, Kardes, & Gibson, 1991; Sherman, Houston, & Eddy, 1999). 

In the domain of social perception, Fiske (1980) observed that when people form an 

attitude about a person or a group, they primarily rely on distinct attributed that differentiate 

the person or group form other ones (Wyer, 1974). Fiske (1980) argued that distinct attributes 

are simply more informative than redundant attributes as they separate the target from a 

larger part of the population. Likewise, research on interpersonal attraction has shown that 

people are especially attracted to others who share their rare and thus distinct attitudes 

(Alves, 2018). 

The functional aspects discussed thus far, ultimately lead to the insight that a specific 

object, event, person or group is defined by its distinct features. Characteristic attributes of 

an individual for example, are those that differentiate the individual from other individuals. If 

you ask yourself what characterizes a person, you are asking in which ways that person is 

different from most other people. 

Communication 

The differentiation ability of distinct features also make them a cornerstone of 

communication. According to Grice’s (1975) Maxim of Quantity, communicators should 

transmit as much information as possible but not more. When people refer to some object, 

person or group, they should therefore establish a unique reference in a given context and 

avoid referring to redundant attributes (see also Engelhardt et al., 2006; Rubio-Fernandez, 

2019.) For example, in a group of mostly tall men, a communicator may refer to the one 

“small guy” to establish a unique reference. When the communicator wants to refer to one of 

the tall men, pointing to the “tall guy” is underinformative because “tall” refers to several 

members of the group. In that case, the communicator must find any other distinct attribute 
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that uniquely identifies the target such as the “bald guy”.  Thus, communication processes 

strongly prioritize distinct information and avoid redundancy. 

News Reporting 

Related to distinct information’s communication value is its strong overrepresentation 

in news reporting. Unexpectedness of events is one of the central news values that determines 

whether news outlets report about an event or not (e.g., Galtung & Ruge, 1965). While news 

recipients are not so much interested in learning about frequently-occurring every-day events, 

their attention is drawn by exceptional events. Interestingly, negativity is commonly assumed 

to constitute another important news value (e.g., Bell, 1991; Bednarek & Caple, 2017). 

However, as we will discuss later, distinctiveness and negativity are usually confounded and 

at least some of negative events’ news appeal may actually be attributable to distinctiveness. 

Taken together, efficient learning, categorization, attitude and choice formation as 

well as communication all prioritize distinct over redundant information. It can therefore be 

expected that the information samples that our mind operates on will strongly overrepresent 

distinct information. In the following, we will argue why this implies an overrepresentation 

of negative information as distinct information is usually negative. 

Why Distinct Information is Usually Negative 

As defined above, distinct information is rare and dissimilar from other information, 

while redundant information is frequent and similar to other information. In principle, the 

distinctiveness of information is independent of its evaluative content. That is, distinct 

information can be positive (e.g., winning the lottery) or negative (e.g., homicide), and 

redundant information can also be positive (e.g., having children) or negative (e.g., having to 

pay taxes). However, in the external information ecology, distinctiveness and valence of 

information are quite strongly related. Specifically, negative information is usually distinct 

and positive information is usually redundant. Conversely, distinct information tends to be 
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negative and redundant information tends to be positive. Hence, when information samples 

overrepresent distinct information they typically overrepresent negative information which 

can lead to negatively biased attitudes, judgments, and decisions. But why should distinct 

information be negative? 

Frequency 

The first reason is quite straightforward and given by the higher frequency of good vs. 

things in the environment. This positivity prevalence is evident in various domains of our 

daily lives. For example, in a social world governed by pro-social norms, positive attributes 

and behaviors occur more frequently than negative ones (Alves et al., 2017a; Clark & Clark, 

1977). Because positive behavior is usually reinforced, while negative behavior is sanctioned, 

and because people seek positive reinforcements (Thorndike, 1898), most people behave 

positively most of the time. In addition, because people themselves seek positive social 

encounters, they create their own positive social environments (Denrell, 2005; Fazio et al., 

2004). The positivity prevalence in the social world is mirrored by the fact that people show a 

tendency to evaluate others positively (Greenberg et al., 1978; Perlman & Oskamp, 1971; 

Rothbart & Park, 1986), and expect others to behave positively (Anderson, 1981; Sears, 

1983). People also use positive person description words more often than negative ones (Ric 

et al., 2013). 

The positivity prevalence is especially visible but by no means restricted to the social 

world. In general, positive words are used more frequently in written and spoken language 

(Augustine et al., 2011; Boucher & Osgood, 1969; Dodds et al., 2015; Zajonc, 1968). 

Consumer products that are designed to please costumers naturally evoke mostly positive 

reactions within consumer, which is expressed by the ubiquitous positive skew of consumer 

product ratings. For example, in a large analysis by Kovacs and Hannan (2010), more than 

64% of costumer ratings of restaurants fell between four and five out of five stars. Finally, the 
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prevalence of good things in the world around us is also expressed in people’s emotional 

states as most people indicate to feel good most of the time (Diener & Diener, 1996). 

Hence, the information ecology is characterized by a high frequency of positive and 

low frequency of negative information. But negative information is not only less frequent, it 

is also less similar / more diverse than positive information, which constitutes the second 

pillar of distinctiveness. 

Diversity 

Extensive research has found that negative information is more diverse than positive 

information (for overviews see Alves et al., 2017b, Unkelbach et al., 2019; 2020). In other 

words, there are more ways to be bad than to be good. In almost all stimulus domains, 

negative stimuli are less similar to one another than positive ones. In the social domain for 

example, unattractive faces are more diverse than attractive faces Langlois & Roggman, 

1990; Potter et al., 2007), and unlikable persons, groups, traits and behaviors are more 

diverse than likable ones (Alves et al., 2016; Leising et al., 2012; Koch et al., 2016). The 

diversity asymmetry is also evident in our language, as the negative vocabulary is more 

diverse than the positive vocabulary (Alves et al., 2015; 2018a; Schrauf et al., 2004; 

Bednarek, 2008; Semin & Fiedler, 1992). Negative life events have also been found to be 

more diverse than positive ones (Koch et al., 2016), and the reasons for disliking something 

are more diverse than the reasons for liking something (Gershoff et al., 2007). Finally, the 

greater diversity of negativity is also expressed by our emotional response repertoire which 

consists of diverse negative emotions and rather similar positive emotions often subsumed 

under the term happiness (e.g., Ekman & Friesen, 1971; Ortony & Turner, 1990). 

The Range Principle 

But why is negative more diverse than positive? While there may be several reasons 

for the diversity asymmetry, we believe a most parsimonious explanation is given by the 
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range principle (Alves et al., 2017b). In the physical world around us, most attribute 

dimensions that are relevant to evaluation, host one positive range of moderate extent which 

is surrounded by two opposite negative ranges of excess and defect. This feature of the world 

has already been noticed by Aristotle (340 BC), and seems to apply to physical attributes that 

ensure survival (e.g. temperature, oxygen concentration) but also to psychologically relevant 

attributes of motivation, personality and behavior (Grant & Schwartz, 2011; Koch et al., 

2016). For example, a likable person does not hold too much nor too little eye contact and 

does not talk too much nor too little during a conversation, and adaptive personalities are 

essentially non-extreme (Carter et al., 2018). The range principle implies that any positive 

stimulus must be located in a “sweet-spot” of different attribute ranges and is therefore rather 

similar to other positive stimuli of the same class. Negative stimuli on the contrary can be 

located in various different, and highly diverse attribute spaces, and are therefore less similar 

to one another on average. In sum, because attribute dimensions usually host one positive but 

two negative ranges, there are more possible negative than positive features that a negative 

stimulus can possess, and consequently, negative entities are less similar to one another than 

positive ones and thus more distinct. 

Distinct and Redundant Features 

To illustrate how the lower frequency and greater diversity of negativity contribute to 

the larger distinctiveness of negative information, Figure 2 uses the same feature logic as 

Figure 1. It illustrates six entities that consist of positive and negative features. We first 

assume that there is a larger number of negative than positive features that any entity can 

possess (i.e. greater diversity of negativity). We also assume that positive features occur more 

frequently than negative ones (positivity prevalence). Hence, positive features are more likely 

to be present than negative features among most entities, and consequently, most entities are 

positive (PA, PB, PC, PD), while fewer entities are negative (NE and NF). At the feature level, 
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positive features therefore tend to be redundant across entities, while negative features are 

more distinct. At the entity level, negative entities are more distinct as they are less similar to 

one another compared to positive entities. In addition, negative entities are also more distinct 

as they are less frequent than positive ones. Note again, that the distinction between features 

and entities is made here only for illustrative purposes. Features and entities are 

interchangeable as features can be considered collections of features themselves. 

Figure 2. Distinctiveness of Positive and Negative Features and Entities  

 

The central implication of our assumptions illustrated in Figure 2 is that whenever 

information samples overrepresent distinct relative to redundant information, they are likely 

to overrepresent negative information. For example, if the information sampling process was 

fully determined by distinctiveness, the feature and entity distinctiveness values in Figure 2 

would represent their probability of being sampled by a perceiver or being delivered by an 

information provider. Consequently, when the information sampling or delivery processes 

prioritize distinct over redundant information, resulting attitudes and judgments of perceivers 

tend to be negatively “biased”. 
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Biased by Samples of Distinct Information 

We now turn to the question under which circumstances and in which domains, 

distinct and thus negative information is likely to end up in a sample of information and to 

bias attitudes and judgments. 

Novelty and Familiarity 

One aspect that seems to moderate the extent to which perceivers prioritize distinct 

over redundant information is the novelty of a given stimulus. A stimulus is relatively novel 

if perceivers have never or only rarely encountered that stimulus before. Hence, novelty can 

be conceptualized as a function of a stimuli’s occurrence frequency. Novel stimuli in people’s 

day-to-day lives can be novel individuals that people encounter in private, at the work place 

or in the media, such as a new colleague or politician. Likewise, people encounter novel 

groups, such as immigrants, or infrequent groups like minorities. In addition, people are 

regularly confronted with novel products, as well as beliefs, ideologies, or policy ideas. 

Crucially, previous research has found that perceivers’ tendency to form attitudes and 

judgments primarily based on distinct features, is pronounced for novel stimuli and 

attenuated for familiar stimuli. It seems that if we encounter something novel, we want to 

know how that novel thing differs from what we already know. 

For example, when people are first familiarized with a fictional alien group, and their 

members’ attributes, they judge a subsequently encountered novel group primarily based on 

the novel groups’ distinct (and thus negative) traits (Alves et al., 2018). The same principle 

applies when perceivers subsequently encounter potential dating partners as well as consumer 

products such as apartments or food products (De Bruin & Keren, 2003; Florack et al., 2021; 

Hodges, 1997; Houston et al., 1989, 1991). Even when perceivers form attitudes based on 

mere stimulus co-occurrences, they judge novel attitude objects based on those co-occurring 
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stimuli that differentiate the attitude object from previously-encountered ones (Alves et al., 

2020). 

Crucially, if novelty increases perceivers’ reliance on distinct features, we can expect 

that people’s attitudes towards novel stimuli are negatively biased. This insight has quite 

wide-reaching implications and may contribute to various known judgment “biases”. For 

example, it would imply that people form negatively biased attitudes towards novel groups 

such as immigrants and minorities, a well-known phenomenon (e.g. Gilbert, 1951; Hewstone 

et al., 2002; Karlins, et al., 1969; Katz & Braly, 1932). More generally, people should form 

negatively biased attitudes towards all kinds of novel things, including novel ideologies, 

beliefs, or policy ideas. This in turn may contribute to overly conservative attitudes that 

resent change and favor the status-quo, another well-known phenomenon (Fernandez & 

Rodrik, 1991; Kahneman, et al, 1991; Samuelson & Zeckhauser, 1988). For example, 

consider a new policy idea or a new political candidate is introduced. Suppose that this new 

idea or candidate is objectively equally “good” as the status quo. If people judge the novel 

idea or candidate not based on those attributes that are redundant with the status-quo and that 

are therefore likely to be positive, but instead rely primarily on the distinct attributes of the 

novel candidate or idea, the resulting judgment of the new may appear inferior to the status-

quo. 

At least as intriguing as the priority which perceivers give to novel stimuli’s distinct 

attributes, is the complementary phenomenon that this priority seems to vanish as stimuli 

become more and more familiar. It seems that after repeated exposure with stimuli, 

perceivers also include redundant attributes in their judgments. While it is not yet well 

understood how that happens, this effect becomes evident in real-life examples. Consider you 

are a German citizen who moves to the U.S. In the beginning, your impression of the new 

environment will primarily rely on how the U.S. differs from Germany (e.g. big cars, fast 
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food, and guns). Your initial impression may then be overly negative. After a while, the 

distinctiveness-perspective is attenuated and your impression will also include redundant 

attributes (e.g., availability of restaurants, doctors, education, and sports, etc.), and may 

become more positive. If you travel back to Germany at some point, you may recognize that 

you now apply the distinctiveness-perspective onto your former home country, and recognize 

what is distinctly German, which may revise your impression about Germany in an 

unfavorable way. While the interplay between novelty and distinctiveness priority still needs 

to be researched, if confirmed, it may contribute to what is commonly known as the mere 

exposure effect (e.g. Zajonc, 1968; Bornstein & D’agostino, 1992). It may turn out that 

frequently occurring stimuli are not only perceived as more pleasant because of perceptual 

fluency, or uncertainty reduction, but that perceivers begin to include redundant stimulus 

attributes in their impressions. 

Another domain where there is a familiarity-novelty asymmetry is the perception of 

the self vs. others. That is, the most frequently occurring and therefore most familiar person 

in everyone’s life is the self. It may therefore be the case that we judge other people primarily 

based on those behaviors or attributes that are distinct from our own ones. From this 

assumption, it would follow that people perceive others as less favorable than the self. Of 

course, there may be motivational reasons for such well-known self-superiority effects 

(Alicke & Govorun, 2005; Hoorens, 1993; Taylor & Brown, 1988), yet, judging others based 

on distinct attributes may also contribute. Likewise, when comparing the self and “the 

average person”, our impression of the latter may overrepresent distinct and thus negative 

behaviors or attributes that we have witnessed in other people.  

The Need to Differentiate 

Because distinct information affords differentiation, we can expect people’s attitudes 

and judgments to be negatively biased when there is a need to differentiate between attitude 
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objects. Most obviously, this is the case when perceivers have to make a choice between 

different options such as job candidates, politicians, dating partners, or consumer products. 

Extensive research has shown that during choice formation, perceivers mainly consider each 

option’s distinct attributes, while they cancel out redundant attributes (Houston & Sherman, 

1995; Sanbonmatsu et al., 1991; Sherman et al., 1999). This is not surprising, because 

redundant attributes provide no informational value as to which options are better or worse 

than others. We can therefore predict that in comparative settings where perceivers have to 

make a choice between options, they must consider distinct attributes and therefore end up 

with negatively biased impressions of all options. For example, search committees that 

compare job candidates may form overly negative impressions of the candidates. And 

perceivers comparing apartments may end up liking each of the apartments less after 

comparison.  

The purpose of differentiation is also inherent to a whole class of attributes, namely 

stereotypes. Stereotypes describe attributes that allegedly apply to members of one groups 

and that differentiate the group from other groups. In other words, stereotypes describe 

attributes that are shared (redundant) within-groups and that are unshared (distinct) between-

groups. As evident from previous research, the within-group sharedness aspect is far less 

important to the formation of stereotypes than the between-groups distinctiveness aspect. For 

example, stereotypes such as “Muslims are terrorists” are often regarded as accurate by 

people, even when they know that only a tiny fraction of Muslims are terrorists (Leslie, 2017; 

Leslie et al., 2011). Research has shown that for the stereotype to be formed, it is sufficient 

when people believe that most terrorists are Muslims regardless of the reversed conditional 

probability (Cimpian et al., 2010). The distinctiveness aspect however, seems to be the 

driving force behind stereotype formation. For example, research by Krueger and colleagues 

(1989; 1994) has shown that during stereotype formation, perceivers overemphasize group 
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members whose attributes heighten between-group differences, leading to accentuated 

perceived group differences. If we acknowledge that stereotypes primarily describe attributes 

that differentiate groups, we can expect that negative attributes are overrepresented among 

stereotypes. Indeed, while researchers have reported instances of positive stereotypes (e.g. 

“Asians are smart”), it seems that the vast majority of stereotypes are negative (e.g., Gilbert, 

1951; Karlins et al., 1969; Katz & Braly, 1933). The negativity of stereotypes may eventually 

result from their need to differentiate. 

The Media 

The overrepresentation of distinct information is arguably most apparent in media 

coverage. For example, unexpected and thus distinct events are far more likely to being 

covered in the news than expected events (Galtung & Ruge, 1965). While we do not hear 

about the large number of planes that safely travel across the globe every day, an aircraft 

accident receives extensive news coverage. It is commonly assumed that not only the 

distinctiveness of an event determines its news value, but also negativity per se (e.g., Bell, 

1991; Bednarek & Caple, 2017). However, based on the insight that negative events are 

usually distinct events, it may be the case that negativity itself does not constitute a news 

value. Instead, negative events may receive so much coverage because they are distinct 

events. Hence, the overrepresentation of negative events in the news may result from 

people’s interest for distinct events. The same may be true for movie or book themes which 

often cover negative topics, such as crimes and questionable characters. According to our 

assumption about the low frequency and large diversity of negativity, negative events and 

characters simply provide a much larger space for story-telling. Or as expressed by Leo 

Tolstoi in his novel “Anna Karenina”, “Happy families are all alike; every unhappy family is 

unhappy in its own way.” However, the idea that the high prevalence of negative content in 
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the media is a result of people’s interest for distinct information remains speculative at this 

point and needs to be empirically tested by future research. 

An Alternative to Motivational Explanations 

To recap, we here propose that people often base their attitudes and judgments on 

information samples that overrepresent distinct information. Because distinct information 

tends to be negative, people can be expected to form negatively biased attitudes and 

judgments. The degree of such negativity biases is then a function of the degree to which 

information samples overrepresent distinct information. This in turn, predicts several well-

known judgment biases such as intergroup bias, derogation of minorities, the negativity of 

stereotypes, status-quo bias, self-superiority effects, and the preponderance of negative media 

content. Our idea of distinct information samples therefore provides an alternative 

explanation for these phenomena which are often explained based on motivational theories 

(e.g. self-serving motivations; social identity, etc.). We thereby suggest that typical judgment 

biases that appear to reflect some kind of motivated forces, may also be explained by what is 

in the information sample that people base their judgments on. These samples often prioritize 

distinct information and produce an overly pessimistic informational input. 

Hedonic Sampling and Sampling Distinct Information 

Finally, one may ask how people’s desire to sample distinct information may relate to 

the well-documented hedonic sampling tendency according to which people seek positive 

information (e.g., Denrell, 2007; Fazio et al., 2004). At first sight, these two tendencies 

contradict each other. If people seek distinct information, they will likely find negative 

information and that contradicts their hedonic motivation. However, hedonic sampling 

applies only to situations where the outcome of the sampling process has actual hedonic 

consequences for the perceiver. This is obviously the case in interpersonal interactions where 

we avoid having to deal with an obnoxious character. Likewise, we will try to avoid sampling 
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a dish form a bad restaurant and instead keep coming back to the good ones. In cases where 

the hedonic consequences of sampling are strong, we can expect that the desire for positivity 

outweighs a desire for distinctiveness. 

Yet, many instances of information sampling have no or only very limited hedonic 

consequences for perceivers. These are situations in which the sampling process does not 

involve an actual experience but where it is rather descriptive. In such cases, the information 

that is sampled by perceivers and presented by information providers is likely dominated by a 

desire for distinctiveness. This in turn, may then often look as if people are especially 

interested in negative content such as gossip, negative news, or negative movie characters, 

while they are actually interested in the surprising nature of the rare and diverse events that 

happen to be negative. 
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